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ABSTRACT

We present a machine learning package for the classification of periodic variable stars. Our package is intended to be general: it can
classify any single band optical light curve comprising at least a few tens of observations covering durations from weeks to years with
arbitrary time sampling. We use light curves of periodic variable stars taken from OGLE and EROS-2 to train the model. To make
our classifier relatively survey-independent, it is trained on 16 features extracted from the light curves (e.g., period, skewness, Fourier
amplitude ratio). The model classifies light curves into one of seven superclasses — 6 Scuti, RR Lyrae, Cepheid, Type II Cepheid,
eclipsing binary, long-pericd variable, non-variable — as well as subclasses of these, such as ab, ¢, d, and e types for RR Lyraes. When
trained to give only superclasses, our model achieves 0.98 for both recall and precision as measured on an independent validation
dataset (on a scale of 0 to 1). When trained to give subclasses, it achieves 0.81 for both recall and precision. The majority of misclas-
sifications of the subclass model is caused by confusion within a superclass rather than between superclasses. To assess classification
performance of the subclass model, we applied it to the MACHO, LINEAR, and ASAS periodic variables, which gave recall/preci-
sion of 0.92/0.98, 0.89/0.96, and 0.84/0.88, respectively. We also applied the subclass model to HIPPARCOS periodic variable stars of
many other variability types that do not exist in our training set, in order to examine how much those types degrade the classification
performance of our target classes. In addition, we investigate how the performance varies with the number of data points and duration
of observations. We find that recall and precision do not vary significantly if there are more than 80 data points and the duration is
more than a few weeks.
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classify any single band optical light curve comprising at least a few tens of observations covering durations from weeks to years with
arbitrary time sampling. We use light curves of periodic variable stars taken from OGLE and EROS-2 to train the model. To make
our classifierrelatively survey-independent, it is trained on 16 features extracted from the light curves (e.g., period, skewness, Fourier
amplitude ratio). The model classifies light curves into one of seven superclasses <4 Scuti, RR Lyrae, Cepheid, Type II Cepheid,
eclipsing binary, long-pericd variable, non-variable — as well as subclasses of these, such as ab, ¢, d, and e types for RR Lyraes. When
trained to give only superclasses, our model achieves 098 for both recall and precision as measured on an independent validation
dataset (on a scale of 0 to 1). When trained to give subclasses, it achieves 0.81 for both recall and precision. The majority of misclas-
sifications of the subclass model is caused by confusion within a superclass rather than between superclasses. To assess classification
performance of the subclass model, we applied it to the MACHO, LINEAR, and ASAS periodic variables, which gave recall/preci-
sion of 0.92/0.98, 0.89/0.96, and 0.84/0.88, respectively. We also applied the subclass model to HIPPARCOS periodic variable stars of
many other variability types that do not exist in our training set, in order to examine how much those types degrade the classification
performance of our target classes. In addition, we investigate how the performance varies with the number of data peints and duration
of observations. We find that recall and precision do not vary significantly if there are more than 80 data points and the duration is
more than a few weeks.
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Saglama

e Simbad
e OGLE
e GCVS

e Periodic LINEAR Variables (PLV)

o AAVSO The International Variable Star Index (VSX)
e The Catalina Surveys Periodic Variable Star Catalog
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*ROTSE I1sik egrileri yogun bir temizlikten gecirilecek,

sgerekirse bastan uretilecek.

*UPSILON Machine Learning kodu, ROTSE verisi ile
egitilecek ve kendi Random Forest kutuphanemiz
elde edilecek.

SIMBAD dan sadece UPSIEON turleri ayr ayr

inairilerek Karsiastinma yapiacak.

*Herbir UPSILON ttrt icin literattrde bilinen

<aynaklar toparianip, kataloglar olusturacak, ve bu

<ataloglar saglama icin kullanilacak.




